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Gradient Descent Optimization
------
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Source: https://medium.com/onfido-tech/machine-learning-101-be2e0a86c96a
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Gradient Descent Optimization
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Training Neural Network in action
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Same2 loss function
------
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Learning Rate
------
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Too Large Learning Rate
------
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Learning Rate
------
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Source: Coursera

Source: researchgate



Visualized Training Model
------

10



Visualized Training Model
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Visualized Training Model
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In each loop
------
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Real life
------
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Different in 
Steep/Slope



3D vs 2D .. Contour plot
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Trapped !!??
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Trapped !!??
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RNG them???
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Batch
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Batch
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Batch
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Batch
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Batch
------
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Compiler
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Compiler
------
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LossOptimizer



Compiler
------
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Rmsprop quit saddle first
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Compiler
------
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Compiler
------



Overfit Underfit??
------

29



Overfit Underfit??
------

30



Validating during training
------
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STOP !
------
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STOP !
------

33



MAE vs MSE vs RMSE vs MAPE
------
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More on Loss Function for Regression
------

35

MAE is a linear scoring method, all the errors 
are weighted equally. This means that while 
backpropagation, we may just jump past the 
minima due to MAE’s steep nature. 

Mean Absolute Error (MAE)

MAPE is similar to that of MAE, with 
one key difference, that it calculates 
error in terms of percentage, instead 
of raw values. Due to this, MAPE is 
independent of the scale of our 
variables.

Mean Absolute Percentage Error (MAPE)

considering all the errors on the same scale
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For small errors, MSE helps converge to the 
minima efficiently, as the gradient reduces 
gradually.

a quadratic scoring method, meaning, the 
penalty is proportional to not the error (like in 
MAE) but to the square of the error, which 
gives relatively higher weight (penalty) to large 
errors/outliers, while smoothening the 
gradient for smaller errors.

Mean Squared Error (MSE)

RMSE is just the square root of MSE, 
which means, it is again, a linear 
scoring method, but still better than 
MAE as it gives comparatively more 
weightage to larger errors.

Root Mean Squared Error (RMSE)

RMSE is still a linear scoring function, so 
again, near minima, the gradient is 
sudden.

Less extreme losses even for larger values.
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Workshop Time !
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Workshop I
Pick your asset class – Stock, Crypto, Forex … Choose it yourself !!
Try regression with neural network (1 layer, no activation function)

Workshop II
Based on workshop I, add 2 more layers and activation function as relu
a) No activation function at output node
b) Use sigmoid as activation function at output node

Recommend: ADAM as optimizer

Workshop III – False EMA cross over signal check with Deep Learning
Pick 1 asset, create ema-5 to ema-20 cross over, RSI-14, MACD. Check whether
This strategy profit in next 1 month or not … 

Design your own network .. Just try it


